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ABSTRACT

This paper presents new results in the halftoning of color
images. The first automatic generation of the Wall Street
Journal type halftones of gray-scale images was done using
the M-lattice system and reported in [1]. The AM-lattice
system was derived from the reaction-diffusion model, first
proposed by Turing in 1952 in order to explain mammal
coat patterns [2]. The M-lattice is a non-linear dynami-
cal system that is well-suited for a variety of applications
formulated as constrained non-linear optimization. In par-
ticular, it can perform image processing operations that em-
phasize oriented patterns [3]. The present study uses this
property to extend the special-effects halftoning of gray-
scale images to that of color images. The quality met-
ric comes from the directionality information extracted by
steerable filters [4], [5] from the gray-scale version of the
original color image. The binary requirement is stated as
an explicit constraint, and all three (red, green, and blue)
halftone components are synthesized simultaneously by the
M -lattice.

1. INTRODUCTION

The color image halftoning technique discussed in this
paper is based on the method of non-linear programming
with an orientation-sensitive quality metric [1], [3]. The
computational substrate for solving the non-linear program
is the M-lattice [6]. This system is rooted in the reaction-
diffusion model, first proposed by Turing in 1952 to explain
the formation of animal patterns such as zebra stripes and
leopard spots. The M-lattice is bounded and has a lot of
flexibility in how its variables can interact. In particular,
it is well-suited to a variety of applications formulated as
constrained non-linear optimization.

Faithful halftoning is the task of tricking the human vi-
sual system into seeing exactly the original multi-tone pic-
ture in a replica image consisting of only the two extreme
intensities. While the faithful halftoning of color images is
a mature discipline it is still a challenging problem. The
reason is that including the color information makes the
concerns encountered in gray-scale halftoning all the more
complicated [7]. For example, the non-linear effects due
to binarization exacerbate the moire patterns, while the
printer imperfections create more visually apparent arti-
facts. The state of the art techniques for faithful halfton-
ing (and, more generally, quantization) of color images can
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be found in [8], [9] and references therein. These papers
cover a number of central issues in color printing. The con-
cept of utilizing the properties of human visual system for
the quantization of color images is analyzed in [8]. Visual
models are employed to develop an efficient quantization
algorithm in luminescence-chrominance color space, which
produces perceptually high-quality quantized images. The
issues of printer distortions and how to compensate for them
are elaborated in [9].

On the other hand, special-effects halftoning is a rela-
tively new direction [1], [10]. As the name implies, the goal
is the automatic synthesis of caricatures that accentuate
certain desirable features of the given image. For example,
many newspaper portrait styles emphasize lines and curves
in the original image.

One distinctive attribute of the special-effects halftones
is the fact that the error, instead of being uniformly dif-
fused, is directed into places that exaggerate desirable as-
pects of the image. Hence, the usually undesirable error is
reshaped into a perceptually-pleasant feature.

The main contribution of this paper is the extension of
the gray-scale special-effects halftoning technique reported
earlier [1] to produce a new algorithm, which performs the
automatic synthesis of color caricatures in the style of the
Wall Street Journal portraits *.

In order to make this paper self-contained, a brief review
of the M-lattice system(the computational vehicle) and of
the orientation extraction (system parameters) appears in
Section 2 and Section 3, respectively. Section 4 describes
the special-effects color halftoning technique and illustrates
it with two examples. Section 5 summarizes the study.

2. BACKGROUND: M-LATTICE SYSTEM

We briefly review the essentials of the M-lattice sys-
tem [1]. Let v;(t) € R be a state variable as a func-
tion of time at each lattice point ¢, where ¢ =1, ..., N.
Let x:(t) be an output variable, obtained from ;(t) via
xi(t) = g(¥i(t)). The “warping” function, g(u), is a sat-
urating piece-wise linear non-linearity with an arbitrarily
large number of segments. The values of x;(t) will cor-
respond to the intensities of the pixels in the output im-
age at the time when the system has converged. Con-
struct () and X(t) by concatenating 11 (t), ..., ¥n(t)

I This paper focuses exclusively on the special-effects halfton-
ing, even though the M-lattice system has been used to synthe-
size high-quality faithful halftones as well [1].




and x1(t), ..., xw(t), respectively into column vectors.

Definition 2.1 Suppose that a given function, ®(}(t)), is
continuous, twice-differentiable, and bounded above. Let the
matriz A be real, symmetric, and negative-definite:
Ae RN A =Tai;], A=AT, and Vi \; [A] < 0. Then
the M -lattice system > is the following non-linear dynamical
system:

dip(t — -

WO~ ad) + ez, )

Notice the right-hand side contains two components — a
linear function of the state variables and the gradient of a
typically non-linear function of the warped state variables.
The convergence and stability properties of the M-lattice
system are analyzed in [6]. For the present (halftoning) ap-
plications, (1) has exhibited convergence (in computer sim-
ulation) to fixed points of the form ¥ € {—1,1}" regardless
of the initial conditions.

In non-linear optimization, ®(¥) is the objective func-
tion to be maximized. For certain types of objective func-
tions, the M-lattice system converges to the (appropriately
defined) local maxima of ®({) with respect to X [6]. Thus,
in many situations it is advantageous to use the M-lattice
system for non-linear optimization. In the examples de-
scribed in Section 4, the directionality information defines
the quality metric for the non-linear program, solved by the
3-lattice system.

3. BACKGROUND: ESTIMATING LOCAL
ORIENTATION

We employ the computation-saving “steerable” set of
basis filters described in [4]. Steerable filters have been
shown to give a good match to orientation perception by
humans [5]. The output of the steerable filters at each
pixel ¢ of the gray-scale version of the original color image
gives the angle, ; € [—m, 7], and relative strength (or mag-
nitude), m; € [0, 1], of the dominant orientation present at
that pixel.

In the Wall Street Journal type halftoning, we use the
orientation to guide the action of the M-lattice system. For
example, to design a low-pass adaptive filter that rotates to
the dominant orientation, denote the diagonal matrix of
variances by V; and the rotation matrix by @;:

o, 0 cosf; —sinb;
Vi= { 0 U?,y » @i = sinf;  cos0; ) (2)

The relative sizes of O'i2,$ and af,y depend on m; and deter-
mine the skewness of filters with respect to the dominant
orientation:
2 _ L 2 _ 2

Oy = 5(1 - mi)a Oie = L— Tiys (3)
where L x L is the size of the filter mask in pixels. Let
i € Z* be the pixel position. Then the (unnormalized) ori-
ented low-pass filter is given by:

hi(ii) = exp{-i'©] ViOit}. (4)

2This is the definition adapted for the present paper. The
general M-lattice system is defined in [6].

4. ORIENTATION-DEPENDENT COLOR
HALFTONING AS NON-LINEAR PROGRAM

We now consider the problem of synthesizing — for each
RGB component — a binary caricature that brings out the
directional content of the original color image. The result-
ing halftoning method must yield a composite halftone RGB
image that appears similar to the original color image in the
sense of preserving orientations. A least-squares halftoning
approach is appropriate for this task, because it can employ
an explicit model of perception and printer distortions as
the measure of performance [11], [9]. Here we show how
to implement such an approach using the M-lattice system
and point out the additional benefits brought by using the
M-lattice.

Suppose it € 2%; s(it) € [1,1] is the finely quantized
original input image signal; y(7) € {—1,1} is the output
halftone image; and h(7) is a 2-D filter (not necessarily the
same as h(f) in the previous section). Let B = HTH,
where H is a circulant matrix with h(7) in the first row.
The problem of halftoning can be stated as a non-linear
program:

1
min -§" Bf — (B3)"7 (5)
Yy

subject to constraints: y7 —1 > 0, (6)

where the vectors are the standard concatenations of the
corresponding sequences. The particular form of constraints,
(6), forces each pixel to assume binary values.

In order to solve this problem using the M-lattice sys-
tem, we combine the objective function to be minimized,
(5), with the N constraints, (6), into the Lagrangian cost
functional with the help of the Karush-Kuhn-Tucker condi-
tions [12] simultaneously for all three color components:

min £(%), where

Yy
N 1 7. - 1 2
L@ = F0'BI-BIT+3Y pi-D, (O
pi < 0, pi(yi—1)=0. (8)

The Lagrange multipliers, p;, are the varying penalty terms
that enforce the constraints according to (8). As a result,
the unconstrained minimization of £(%) in (7) produces the
optimal halftone image.

The optimization problem, (7), is “programmed” onto
the M-lattice system, (1), by setting ¥ equal to ¥, ®(¥) to
—L(%), and taking partial derivatives. This yields:

WO~ Adw +BE-BYW) ~PRO), )
where P = Diag {p1, ..., pn}. The elements of a(7) are
chosen so as to guide the system towards an optimum cor-
responding to a perceptually-pleasant halftone. It has been
shown that A =B — 1 is a good choice, because it filters
out objectionable correlated spatial patterns [1].

While the gray-scale special-effects halftoning algorithm
is implemented as a 1-lattice [1], the RGB color scheme
used in the present study is organized as a 3-lattice. This



organization can be advantageous in case the quality metric
requires the interaction of the color components 3.

Treating halftoning as a non-linear programming prob-
lem and solving it with the M -lattice system offers consid-
erable flexibility in the choice of the quality metric and in
the functional form of constraints. In order to demonstrate
this flexibility, we incorporated orientation detection into
the halftoning quality metric. The adaptive filter matrix,
H, was designed using (4) so as to include the informa-
tion about the dominant orientation at each pixel of the
gray-scale version of the original color image, shown in Fig-
ure 1(a). Figure 1(b) displays the result, which exhibits
more of the line and curve features found in hand-drawn
“halftones” (such as the Wall Street Journal portraits) [6].
Another example of this technique appears in Figure 2.

According to the poster provided by the Wall Street
Journal Classroom Edition program, the entire process of
creating a monochrome halftone is done by hand and takes
an artist from three to five hours [13]. In contrast, the sim-
ulation of the M-lattice system implementation of the color
halftoning algorithm on the CM-2 takes 6000 iterations at
the time step of 0.01 sec for the total time of approximately
20 minutes including the system time and the I/0.

5. SUMMARY

We have presented a method for halftoning color im-
ages automatically in the would-be style of the color Wall
Street Journal portraits. As with gray-scale images, the
RGB halftones are made optimally close to the original
color components in the sense of preserving the dominant
directions in the image. And the M-lattice system is the
non-linear dynamical system employed to compute these
optimal RGB components simultaneously.
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Figure 1: Orientation-sensitive color halftoning. (a) the
original “Marty” image; (b) the “Marty” image adaptively
halftoned using orientation information at each pixel of the
original.

Figure 2: Orientation-sensitive color halftoning. (a) the
original “Betty” image; (b) the “Betty” image adaptively
halftoned using orientation information at each pixel of the
original.



