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Abstract.   For a long time people have kept emotions out of the deliberate tools of 
medicine and science; scientists, physicians, and patients have often felt and sometimes 
expressed emotion, but no tools could sense, measure, and respond to their affective 
information. A series of recent studies indicates that emotions, particularly stress, 
anger, and depression, are important factors with serious and significant implications 
for health.  This paper highlights research at the MIT Media Lab aimed at giving 
computers the ability to comfortably sense, recognize, and respond to certain aspects of 
human emotion, especially affective states such as frustration, confusion, interest, 
stress, anger, and joy.  Examples of recently developed systems are shown, including 
computer systems that are wearable and computers that respond to people with a kind 
of active listening, empathy, and sympathy.  Results are reported for computer 
recognition of emotion, for teaching affective skills to autistics, and for having 
computers help users manage emotions such as frustration.   

 

1 Introduction:  Frustration, Irritation, Stress and Health 

Perhaps the most common emotions people feel in interacting with today’s technology 
are frustration, irritation and other feelings related to stress.  We’ve been doing experiments 
in our lab where we bring in people, give them a task on the computer that mildly or strongly 
frustrates them, and measure how they behave.  Our aim is to try to teach the computer how 
to recognize when the user is frustrated, irritated, annoyed, stressed or otherwise in some 
significant emotional state, and then to equip the computer so that it can do a better job of 
serving people, ideally not causing them so much stress. It’s recently become a joke in the lab 
when some piece of equipment fails or causes aggravation – “is this one of Picard’s affective 
computing experiments designed to irritate me?”   

What could technology do if it could sense that the user is frustrated or otherwise in 
some unusual emotional state?  Could the system change or be changed, so as to reduce 
frustration in the future, or could it help the user then and there to feel less stress?  Our 
research has focused on both approaches: identifying components of computer interfaces that 
could be improved by designers, as well as having the computer help users manage strong 
negative emotions better.  This is all part of our effort in “affective computing,” computing 
that relates to, arises from, or deliberately influences emotion [18]. This article will focus the 
topic further -- on some recent findings about emotion and medicine -- together with 
examples of new affective technology we are developing that has potentially interesting and 
important implications for health. 

Stress is increasingly recognized as a medical problem.  A recent Blue Cross Blue 
Shield survey in New England cited the number one health concern of members in this part of 
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the United States to be stress – rated above cancer, AIDS, high blood pressure, and other 
medical conditions.  Dan Goleman, in Chapter 11 of his book Emotional Intelligence [7], 
cites a number of studies pointing to important roles in health and medicine for emotions – 
particularly states of stress, anxiety, chronic anger, and depression.  Following are just a few 
of the examples that he includes: 

Stress/distress: Studies of the physical manifestations of stress reveal 
many measurable changes caused by stress in the human body, influencing not 
only immune system functioning but also heart rate variability, blood pressure, 
and other important bodily functions.  Several studies have been conducted 
examining the impact of stress on immunity.  For example, Sheldon Cohen, a 
psychologist at Carnegie-Mellon University exposed people to a cold virus after 
assessing how much stress they were experiencing in their lives. Of course, a 
robust immune system usually resists a virus, so mere exposure doesn’t mean you 
will get sick. Cohen found that 27% of the low-stress subjects came down with a 
cold while 47% of the high-stress people came down with the cold.  In another 
study of married couples who kept daily logs of hassles and upsetting events, a 
strong pattern emerged: three or four days after an especially intense marital fight 
or other upset, they came down with a cold or upper-respiratory infection.  

Depression: In work cited by James Strain, where 100 patients received 
bone marrow transplants, a follow-up study was conducted of the 13 who had 
been depressed vs. the other 87. Of the 13 who had depression, only 1 was alive a 
year later; of the other 87, 34 were still alive two years later.  Another study, by 
Howard Burton et al., associated early death of dialysis patients with depression: 
depression was found to be a stronger predictor of death than any medical sign.  
Similarly, heightened risk of death from heart disease has been correlated with an 
ongoing sense of despair and hopelessness.   The effect of depression on heart 
attack survivors is as great as that of major medical risks such as left ventricular 
dysfunction or a history of previous heart attacks.  

Anger:  Dr. Redford Williams at Duke University found that physicians 
who scored highest on tests of hostility while they were in medical school were 
seven times as likely to have died by the age of fifty as those who scored low on 
the hostility tests – their tendency to get angry was found to be a stronger 
predictor of early death than were factors such as high blood pressure, high 
cholesterol, and smoking.   Findings by Dr. John Barefoot at the University of 
North Carolina show that scores on a test of hostility correlate with the extent and 
severity of coronary artery disease in heart patients undergoing angiography.   
 
The studies above are but a few of the many that reveal emotion to be a measurably 

important health factor. Note that none of the studies show that emotions cause medical 
illness – rather they contribute to decreases in immune system functioning and to other 
physical factors that may significantly prolong or exacerbate an illness.  It is foolish to think 

Figure 1.  Stress is a significant factor in health; it arises in many forms when 
interacting with technology.  

frustration, irritation, …STRESS

• Number 1 health concern

• links found between immune system cells and
nervous system and hormone system..field of
psychoneuroimmunology (PNI)

• people with chronic anxiety, depression, hostility,
…were found to have double the risk of disease
(see Chap 11 of Goleman’s Emotional Intelligence)
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that “positive thinking” or “making yourself happy” can prevent all illness; it is also foolish 
to continue to think that emotions have no significant effect on health – the truth appears to 
lie somewhere in the middle, with emotions playing not the only role, but an important 
measurable role that has typically been ignored.   

In the Affective Computing group at MIT, we are particularly interested in the 
intelligent handling of affective states commonly expressed around computer systems: 
frustration, confusion, disliking, liking, interest, boredom, fear, distress, and joy. Computers 
and other forms of technology are interacting with people in more ways than ever before – 
beyond desktop, laptop, and palmtop, technology is now embedded into appliances, clothing, 
jewelry, implants, and even pills we can swallow.  With all these new forms, technology has 
the opportunity to detect physical and physiological expressions of many human emotional 
states.  With additional sensing and processing, the expressions of emotional state can be 
associated with other events – such as what the person is doing when they get angry or 
stressed, what else is happening in their body concurrent with episodes of depression, 
(perhaps related to their heart functioning or their physical activity level) or what the 
interface (if the person is interacting with one) may have just done [19].  

The rest of this paper is divided into four areas: (1) Sensors that enable the user to 
communicate information related to emotion in a way that is physically and psychologically 
comfortable; (2) Progress in computer recognition of emotion; (3) Tools for helping people 
learn affective skills, including a system for autistic kids; (4) Respectfully handling emotions, 
such as reducing user frustration. 

 

2 Comfortable sensing of signals  

Emotions often involve both thinking and feeling – both cognitively experienced 
events and physical changes in the body.  Although there is no technology that can truly read 
your thoughts, there are a growing number of sensors that can capture various physical 
manifestations of emotion -- video recordings of facial expressions and posture or gesture 
changes, microphone recordings of vocal inflection changes, skin-surface sensing of muscle 
tension, heart-rate variability, skin conductivity, blood-glucose levels, and other bodily 
changes, and (if invasiveness is allowed), swallow-able or implant-able sensors or means of 
capturing bodily fluids for analysis.  These are just a few of a growing number of 
possibilities.    

Our research efforts include building tools to facilitate multiple forms of emotion 
sensing, not to force this on anyone, but to allow for a larger space of possibilities for those 
who want to communicate and better understand affective information.  The tools include 
new hardware and software that we have developed to enable certain machines not only to 

Figure 2. Emotion influences many changes in the body.  These patterns of change 
can be sensed by various new wear-able or swallow-able technologies. 
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receive emotional expression, but also to recognize meaningful patterns of emotional 
expression.  In particular, we have integrated several physiological sensors into clothing and 
jewelry – a blood volume pressure sensor in an earring, skin conductivity in a shoe and a 
glove, respiration in a sports bra, and more [19] (See some examples in Figure 2).  These 
sensors communicate with new wearable computers that can control peripherals such as a 
wearable music player/DJ [8] or a wearable camera [10]. For example, the wearable camera 
system we built saves video based on your arousal response tagging the data not just with the 
usual time stamp, but also with information about whether or not it was exciting to you, as 
indicated by patterns it detects in your skin conductivity [10]. The same system could 
potentially be modified to detect and communicate health-related variables to you and your 
physician, perhaps for monitoring and analyzing patterns of stress, anger, or depression. 

With any wearable system there are design issues regarding not only what is to be 
sensed, but also how the sensing system can be made comfortable and robust to noise that 
arises from activity unrelated to the signal being measured.  The key source of noise when 
measuring emotion from ambulatory patients is artifacts that arise from physical activity.  
Heart rate, for example, can increase significantly with physical exertion or with sneezing, as 
well as with anger and other affective states.  Inferring the source of a change is easier if you 
can independently detect the change – such as via context sensors that indicate the person’s 
movement or activity.  

One of the physiological sensing systems we built that is robust to motion artifacts is 
the “Conductor’s Jacket,” one version of which is shown in Figure 3.  This highly expressive 
wearable system, created by Teresa Marrin, associates patterns of muscle tension and 
breathing with expressive gestures that the conductor uses to shape the music.  Seven 
electromyogram (EMG) and one respiration sensor are included in the version shown here.  
The EMG’s are attached with custom-fit elastics sewn into the shirt, so that they remain snug 
without strong adhesives, and yet do not move as the arms are moved. This wearable system 
was designed first to measure how professional and student conductors naturally 
communicate expressive information to an orchestra.  After analyzing real conducting data 
from six subjects, Marrin found around thirty significant expressive features (largely related 
to muscle tension changes that signaled interesting musical events) [16]. She has 
subsequently developed a version of the jacket that transforms natural expressive gestures of 
the wearer into real-time expressive shaping of MIDI music [17].  A professional conductor, 
Marrin is currently using the jacket both for live performance and for helping educate student 
conductors, providing precise feedback on timing, tension, and other important aspects of 
expressive technique. 

In addition to the goal of making wearable sensing devices robust and physically 
comfortable, we have been concerned about the psychological factor – how do these sensors 
feel from a personal comfort standpoint and within a social setting?  We do not believe there 

Figure 3. The “Conductor’s Jacket” used both for gathering physiological changes related to 
expression and for controlling MIDI output. 



Chapter to appear in book “Future of Health Technology”, 2001, OIS Press.  Page 5 

is a one-size-fits-all answer, but rather we find that people like to exercise choices; in many 
cases, these choices include hiding the sensors, so that they are not visible (although a notable 
exception was one of the professional conductors we worked with – we took him a sensor 
jacket with almost everything hidden under the tuxedo, and he asked us to redo it “in red, 
with the wires in silver on the outside for all to see.”)  We found that when we integrated 
sensors with the “lizzy” wearable (Figure 4, at right) that the private eye output display was 
an impediment to social interaction, and the input device (chording keyboard) took too long 
for subjects to learn.  Consequently we modified a Palm Pilot to serve as an input/output 
device to the wearable, allowing the Palm to display physiological signals and receive 
annotations for them. Although a palm device is not hands-free like a heads-up display, it is 
more comfortable for many people in social settings. 

Emotions modulate not only the modes shown in Figure 2, but also many others, 
including hormone and neurotransmitter levels.  The latter are currently not easy to sense 
without drawing saliva or blood or using other invasive procedures.  Presently, none of these 
procedures provides instantaneous wireless access to the changing levels.  However, new 
implant-able and swallow-able sensors are being developed by many researchers, exploiting 
strides in nanoscale technology, and giving access to internal bodily signals previously 
unavailable in real time (e.g., Figure 5, courtesy of Prof. Scott Manalis at MIT).   

Sometimes, social-psychological concerns such as privacy make one form of sensing 
preferable to another.  For example, although one person might be comfortable 
communicating facial expressions to a computer using a video camera, another might be 
concerned about the identifying information that the camera would see.  In distance learning 
and in intelligent tutoring systems, there is an opportunity for the student to transmit signals 

Form Factors, Affective DJ System  
(Healey, Dabek and Picard, PUI 98)

Social Interaction

Figure 4.  Wearable systems can be increasingly hidden in ordinary clothing; their 
form factor can be modified to not impair social interaction. 

Figure 5.  New forms of sensing enable real-time wireless readout of internal 
bodily signals such as temperature or pH.   
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such as confusion or interest in real-time, without having to stop and click on anything that 
interrupts their attention [22], and without giving away their identity.  One means of 
accomplishing this is via a wearable sensing system designed and built by research assistant 
Jocelyn Scheirer, the “expression glasses” described in the next section. 

 

3 Computer recognition of emotional expression 
 
One of the wearable-computing platforms we built includes a small A-to-D with eight 
channels for physiological sensing.  We have developed algorithms that run on the wearable 
system, extract features from the physiological signals, and relate these to a deliberately 
expressed emotion.  Short segments of four physiological signals for two emotions are shown 
in Figure 6. Although the segments here look different for each emotion, this was not always 
the case; in general, the variations within the same emotion from day to day exceeded the 
variations in different emotions on the same day.  Using a variety of methods of pattern 
recognition and baselining, we have obtained recent results of 81% recognition accuracy in 
selecting which of eight emotions was expressed by an actress, given 30 days of data, eight 
emotions per day, and features of the four signals: respiration, blood volume pressure, skin 
conductivity, and muscle tension. (See Healey and Picard (1998) and Vyzas and Picard 
(1999) for details of the data collection and the recognition algorithms [9], [25].) The eight 
emotions investigated were: neutral, hatred, anger, romantic love, platonic love, joy, and 
reverence. These are the best known results to date for emotion recognition from physiology, 
and they lie between machine recognition results of affect from speech and of affect from 
facial expressions.  

It should be noted that these results are for a single user, and they are obtained by a 
forced selection of one of the eight categories; hence, these results are comparable to 
recognition results in the early days of speech recognition, when the system was re-trained 
for each speaker, and it knew that the person was speaking one of eight words, although there 
could be variation in how the person spoke the words from day to day. Much more work 
remains to be done to understand individual differences as well as differences that depend on 
context – whether developmental, social, or cultural.  I expect that, like research in speech 
recognition, this work will gradually expand to be able to handle speakers from different 
cultures, of different ages, speaking (or expressing) continuously, in a variety of 
environments.   

Figure 6 (right) shows a computer task and data-gathering system we designed that 
was intended to induce negative stress and collect data synchronized with the stress-eliciting 
events [21].  We gave the user a goal with incentive: race through the task as quickly as 
possible, obtain the best score (a mix of accuracy and efficiency) and win a $100 prize. Along 

Figure 6.  Examples of four physiological signals sensed during different emotional 
states.   

(Riseberg, Klein, Fernandez, and Picard CHI 98)

Inducing and detecting “frustration”



Chapter to appear in book “Future of Health Technology”, 2001, OIS Press.  Page 7 

the way, we had the system freeze up as if the mouse was not working, delaying their 
progress.  We continuously measured two physiological signals—skin conductivity and blood 
volume pressure—then compared patterns in these signals when all was going smoothly vs. 
during the episodes of unexpected delays.  Although we cannot determine whether these 
episodes corresponded to true feelings of frustration or non-frustration, we did find that in 21 
out of 24 subjects, the patterns detected by our Hidden-Markov-Model based approach were 
able to significantly discriminate these two kinds of episodes [5].  However, the recognition 
results were still far from perfect, indicating that although this information is helpful, it must 
be combined with other signals for a more confident decision. 

Stress is sometimes a by-product of feelings such as confusion, which a person may 
choose to communicate by furrowing his or her brow.  The furrowing of the muscle can be 
detected by a camera if lighting and head position is carefully restricted (otherwise current 
computer vision techniques are inadequate) but these restrictions, coupled with the recording 
of identity, can make some subjects uncomfortable.  An alternative sensor to a camera is a 
pair of wearable “expression glasses” (Figure 7) that senses changes in facial muscles [22]. 
These glasses have a small point of contact with the brow, but otherwise are considered by 
some users to be less obtrusive than a camera in that the glasses offer privacy, robustness to 
lighting changes, and the ability to move around freely without having to stay in a fixed 
position relative to a camera.  The expression glasses can be used while concentrating on a 
task – the wearer does not have to stop and think about how to communicate a facial 
expression. The glasses can be activated either unconsciously or consciously. People are free 
to make false expressions, or to have a “poker face” to mask true confusion if they do not 
want to communicate their true feelings, but if they want to communicate them,  the glasses 
offer a virtually effortless way to do so.  

Why wear expression glasses, instead of raising your hand or pushing a button to say 
you’re interested or confused, as was implemented decades earlier [23] by Sheridan and his 
colleagues?   The answer is not that there should be one or the other; both kinds of feedback 
offer advantages. Sometimes people miss the subtlety of this point: affect is continuously 
communicated while you are doing just about anything. When you pick up a pen, you tend to 
do so very differently when you are angry vs. when you are joyful.  When you watch 
somebody, your eyes behave differently if you are interested than if you are bored.  As you 
listen to a conversation or a lecture, your expression gives the speaker feedback, unless, of 
course, you put on a poker face.  In contrast, if you have to think about pushing a button to 
communicate your feelings, or to raise your hand to say you’re confused, then you have to 
interrupt your concentration to take such an action.  Self-report is important, but it is no 
substitute for the natural channels of largely non-verbal communication that humans use 
concurrently while engaged in conversation, learning, and other activities. 

One of the important domains for analyzing stress is with drivers, especially drivers 

Figure 7.  Expression glasses sense facial muscle changes and detect furrowing of 
the brow, a signal sometimes used to communicate confusion.   

Confusion
Sensing

Video:  Expression Glasses
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trying to do more than drive.  We have conducted experiments measuring the impact of low 
and high cognitive load tasks on drivers talking over a telephone headset while driving in a 
simulator. We placed drivers under different load conditions (fast or moderate speed, and fast 
or slow questioning with simple arithmetic problems like “12 + 14”) while otherwise keeping 
the driving task the same.  The drivers were occasionally exposed to signs labeled “brake” or 
“continue” and were instructed to brake as soon as they saw the brake message.  Most drivers 
braked within 0.7-1.4 seconds after the message; however, there were a number of incidents 
where braking took place 1.5-3.5 seconds after the brake message, or not at all.  In almost all 
of the latter cases, the subject was talking on the phone. On average, the drivers talking on the 
phone had reaction times to brake messages that were 10% slower than when they were not 
on the phone; more importantly, the variance in their braking times was four times higher – 
suggesting that although delayed reactions were infrequent, when delays happened they could 
be very large and potentially dangerous.  The fact that they didn’t happen often could 
furthermore create a false sense of security.  Although physiological data gathered in these 
experiments was limited, our analysis indicated a potential for recognizing patterns that might 
indicate whether or not a driver was likely to respond with a slowed reaction or not [24]. 

We are beginning to analyze affect in speech, an area in which humans perform at 
only about 60% accuracy (on roughly eight emotion categories, when the content of the 
speech is obscured).  Our initial focus is on speech from drivers, taken from the experiment 
above, examining if the driver’s vocal characteristic under different load conditions shows 
reliable indications of stress [6]. As manufacturers put more gadgets in cars, such as talking 
navigation systems and restaurant guides or grocery reminders triggered by GPS-sensed 
location, there is increased potential that the driver might be interrupted at a stressful time 
that could diminish safety.  Another human passenger would be able to sense if the timing 
was good or not and make a safer decision about interrupting the driver; however, the 
systems being put into cars are currently oblivious to these factors.  If the driver is conversing 
with one of the car systems, he or she may be distracted at a bad time, compromising safety.  
We are trying to give the system the ability to sense stress pattern changes in the driver’s 
speech (as well as responsiveness patterns in the driver’s behavior, per above) so that the car 
can be more sensitive to the safety factor.  

Our research is developing means of recognition of physiological patterns related to 
stress in many different natural environments. We have recently moved outside the world of 
simulators and equipped a car to examine driver behavior features joint with physiological 
information. One such sensor set-up is shown in Figure 8 (right). In a recent set of 
experiments we induced stress in a dozen drivers by having them drive around Boston under 
four stress-eliciting conditions while we recorded electrocardiogram, skin conductivity, 

Figure 8. Stress was measured from vocal intonation and from driving behavior 
when drivers were given tasks over a phone headset (left).  We designed and 
integrated a  physiological sensing system into a Volvo for measuring bodily 
signals related to stress among Boston drivers out on the road (right).  

In the car (simulator) and on the phone...
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respiration, blood-volume pressure, and electromyogram signals, together with video and 
other information about the driver’s behavior and context.  Knowing how stressed somebody 
truly became is hard to assess; therefore, we used three different methods of assessment: self-
report of the driver, driving condition (rest, busy city, easy highway, tolls/turn-around), and 
third-party coding of complexity level based on number of events each minute during the 
driving situation.  Our analysis of patterns of driver physiology, led to an average stress 
recognition rate of from 89-96% accuracy depending on which of three methods was used for 
labeling the “true” stress level of each subject [11]. 

 An increasing amount of human-human communication takes place through 
machines.  In many cases it would be helpful if the machine would simply facilitate the 
transmission of affective cues. An example of a system designed to expand human-human 
communication capabilities via computer is the TouchPhone, developed by Jocelyn Scheirer 
in our lab (Figure 5).  The TouchPhone augments regular voice communication with pressure 
information indicating how tightly the speaker is holding the phone.  For example, if you 
routinely talk to an elderly parent by phone, this would enable you to not only hear their 
voice, but also to see how they were holding the phone: Is it the same as most days? Or today 
does their grip seem weaker, tense, or more fidgety?  The pressure is continuously mapped to 
a color seen by the person on the other side – calibrated to blue if light pressure is applied – 
and to red if strong pressure. The computer performs no interpretation of this signal; the color 
signal is simply transmitted to the conversational partner as an additional low bit-rate channel 
of information. 

I met with four of my students for four hours of TouchPhone conversations and the 
results, while anecdotal, were interesting and were consistent with experiences we have had 
with other emotion-communication technologies.  I found that each of the four students had a 
nearly unique color pressure pattern, which was distracting until I moved the pattern into my 
periphery where it became ambient, adding a flavor of background rhythm to the 
conversation.  For one student, the pattern changed very slowly, becoming stable red when I 
started asking some research questions.  I thought nothing of it, because he could have simply 
been squeezing the phone more tightly by shifting his position.  However, even though he 
knew that I could not tell his feelings from the color, he expressed to me that he wasn’t trying 
to squeeze it tighter at all and he thought it was red because he was stressed about a question 
I asked him.  The student was a non-expressive male engineer who had never revealed such 
signs of stress to me in the years of conversations we had had prior to this TouchPhone 
conversation.  The technology thus facilitated opening up a greater range of emotional 
communication – by his choice – it did not impose this, but simply made it easier for him.  
The color did not give away how any of the students was truly feeling.  However, the system 
provided a new channel of non-verbal communication that, in turn, could and did sometimes 
open up a new line of verbal communication.  

 

Figure 9.  System that senses how phone is being held (left.)  Examples of intonation 
changes in annoyed and sad speech (right).   

Speech pitch contours and spectrograms

Annoyed

Sad

Cahn, J. of the American Voice I/O Soc. 90
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4 Helping build human emotional skills  
 

Computers just “don’t get it” when it comes to practicing many of the social-emotion 
skills that most of us take for granted.  Although autism is a complex disorder, and some of 
the comments here will not apply to all autistics, there are nonetheless some intriguing 
characteristics that many autistics share with computers.  Both tend to have difficulty with 
social-emotional cues.  Both tend to be poor at generalizing what they learn, and learn best 
from having huge numbers of examples, patiently provided.   Both can be fabulous at certain 
pattern recognition tasks.  Autistics, like computers, also may have very good visual 
memories.  Many autistics have indicated that they like interacting with computers, and some 
have indicated that communicating on the web “levels the playing field” for them, since 
emotion communication is limited on the web for everyone.   

Because many of the issues we face in giving computers skills of emotional 
intelligence are similar to those faced by therapists working with autistics, we have begun 
collaboration with these experts.  Current intervention techniques for autistic children suggest 
that many of them can make progress recognizing and understanding the emotional 
expressions of people if given lots of examples to learn from and extensive training with 
these examples.   

We have developed a system—“ASQ:  Affective Social Quotient”—aimed at helping 
young autistic children learn to associate emotions with expressions and with situations.   The 
system plays videos of both natural and animated situations giving rise to emotions, and the 
child interacts with the system by picking up one or more stuffed dwarfs that represent the set 
of emotions under study, and that wirelessly communicate with the computer. This effort, led 
by my student Kathi Blocher, has been tested with autistic kids aged 3-7.  Within the 
computer environment, several kids showed an improvement in their ability to recognize 
emotion [1].  More extensive evaluation is needed in natural environments, but there are 
already encouraging signs that some of the training is carrying over, such as reports by 
parents that the kids asked more about emotions at home, and pointed out emotions in their 
interactions with others.  Despite these successes, this work is only one small step; the 
difficulties in teaching an autistic to appropriately respond to an emotional situation are vast, 
and we will no doubt face similar difficulties for a long time in trying to teach computers how 
to respond appropriately. 

 
 
 
 
 

Figure 10.  The “ASQ” Computer system shows video clips to autistic kids and 
prompts them to choose the stuffed dwarf that expresses the emotion appropriate to 
the video scene.  The system senses the child’s response and rewards accordingly.  

ASQ = Affective Social Quest

Autistic kids:  learning, visual memory,
computer interaction
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5 Respectfully handling emotions 
 

Not only do many people feel frustration and distress with technology, but also they 
show it. A widely publicized 1999 study by Concord Communications in the U.S. found that 
84% of help-desk managers surveyed said that users admitted to engaging in “violent and 
abusive” behavior toward computers.  A survey by Mori of 1250 people who work with 
computers in the UK reported that four out of five of them have seen colleagues hurling 
abuse at their PC’s, while a quarter of users under age 25 admitted to having kicked their 
computer.  It seems that no matter how hard researchers work on perfecting the machine and 
interface design, frustration still occurs. In fact, even if computers were as smart as people, 
they would still sometimes frustrate people; the same is true in human-human interaction: 
even the most intelligent people sometimes frustrate others. Hence, there is a need to address 
frustration at run-time – detecting it, and responding to it.   

This need is particularly important in light of the impact of stress on health, and the 
important role of computers in increasing interacting with patients.  In some cases, patients 
prefer giving information to a computer instead of to a doctor, even when they know the 
doctor will see the information: computers can go more slowly if the patient wishes, asking 
questions at the patient’s individual speed, not rushing, not appearing arrogant, offering 
reassurance and information, while allowing the physician more time to focus on other 
aspects of human interaction [3] [2]. Also, in some cases, patients have reported more 
accurate information to computers; those referred for assessment of alcohol-related illnesses 
admitted to a 42% higher consumption of alcohol when interviewed by computer than when 
interviewed for the same information by psychiatrists [15]. 

Suppose that a computer could detect patient stress or frustration with high 
confidence, or that a person directly reports frustration to the machine so that some kind of 
response by the machine might be appropriate.  How should the computer respond? Based on 
theory that human-computer interaction largely follows the rules of human-human interaction 
[20], it is germane to explore how a successful human would respond and see if we can find a 
machine-appropriate way to achieve a similar effect. “It looks like things didn’t go very 
well,” and “We apologize to you for this inconvenience” are example statements that people 
use in helping one another manage frustration once it has occurred.  Such kinds of statements 
are known to help alleviate strong negative emotions such as frustration or rage.   But can a 
computer, which doesn’t have feelings of caring, use such techniques effectively to help a 
user who is having a hard time? To investigate, we built an agent that practices some skills of 
active listening, empathy, and sympathy, according to the following strategy: 

 
Goal:   
Reduce user frustration once it has occurred 
 
Strategy: 
 

1. Recognize (with high probability) that the situation may be frustrating, 
or that the user is showing signs of frustration likely due to the system 

2. Is user willing to talk?  If so, then 
 
 
 
 
 
 
 
 

Practice active listening, with empathy and sympathy, e.g., 
 “Good to hear it wasn’t terribly frustrating” 
 “Sorry to hear your experience wasn’t better” 

“It sounds like you felt fairly frustrated playing this game. 
   Is that about right?”  
Allow for repair, in case computer has “misunderstood” 
In extreme cases, the computer may even apologize: 

“This computer apologizes to you for its part in ..”  
        3. Polite social closure   
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In developing this system, we avoided language where the computer might refer to 
itself as “I” or otherwise give any misleading implications of having a “self.” The system 
assesses frustration and interacts with the user through a text dialogue box (with no face, 
voice, fancy animation or other devices that might provoke anthropomorphism.)  The only 
aspect of the interaction that evokes another person is the use of language, which although 
cleansed of references to self, nonetheless was made deliberately friendly in tone across all 
control and test conditions, so that friendliness would not be a factor in this study.  

The emotion support agent was tested with 70 users who experienced various levels of 
frustration upon interacting with a simulated network game [14]. We wanted to measure a 
strong behavioral indication of frustration, since self-report is notoriously unreliable.  Thus 
we constructed a situation where people were encouraged to do their best while test-playing 
an easy and boring game, both to show their intelligence, and to win one of two monetary 
prizes.  Half of the subjects were exposed to an especially frustrating situation while they 
played (simulated network delays, which caused the game to freeze, thereby thwarting their 
attempt to show their intelligence or win a prize). Afterward, subjects would interact with the 
agent, which was designed to help them reduce their frustration.  Finally, they would have to 
return to the source of their frustration and engage again with the game, at which point we 
measured how long they continued to interact with it. Our prediction was based on human-
human interaction: if somebody frustrates you, and you are still highly frustrated when you 
have to go back and interact with them, then you will minimize that interaction; however, if 
you are no longer feeling frustrated, then you are likely to interact with them longer. The 2x3 
experimental design is shown in Figure 6, where thirty-four users played the game in a low-
frustration condition, while thirty-six played the same game with simulated delays. 

We ran three cases for each of the low and high frustration conditions.  The first two 
cases were controls, text-based friendly interactions having essentially the same length as the 
emotion-support agent.  The first control (ignore) just asked about the game, ignoring 
emotions, and the second control (vent) asked about the game, but then asked questions about 
the person’s emotional state and gave them room to vent, with no active listening, empathy or 
sympathy.  After interacting with one of the three (ignore, vent, or emotion-support), each 
player was required to return to the game, and to play for three minutes, after which the quit 
button appeared and they could quit or play up to 20 minutes more. Compared to people in 
the ignore and vent control groups, subjects who interacted with the emotion-support agent 
played significantly longer, behavior indicative of a decrease in frustration.   People in the 

Figure 11: The 2x3 experimental design, comparing the emotion-support agent and two 
control conditions in both a low-frustration condition and a high-frustration condition. 
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ignore and vent cases both left quickly, and there was no significant difference between their 
times of play.  We also analyzed the data to see if there were any significant effects with 
respect to gender, trait arousability, and prior game playing experience; none of these factors 
were significant.  (For more details regarding this system, experiment, and findings, see Klein 
(1998) [13]).  

These results suggest that today’s machines can begin to help reduce frustration, even 
when they are not yet smart enough to identify or fix the cause of the frustration. Our findings 
further indicate that it takes very little time to help the user reduce stress – the emotion savvy 
agent took no more time than the two controls, and all of the interactions took around 4-6 
minutes.  This time included not only addressing the person’s feelings, but also asking several 
questions about the game.  In other words, less than a few minutes of addressing the emotion 
were sufficient to provide a significant behavioral change in the user.   
 Today, physicians usually have so little time with patients that they feel it is 
impossible to build rapport and communicate about anything except the most obviously 
significant medical issues. However, given findings such as those highlighted at the start of 
this paper, emotional factors such as stress, anxiety, depression, and anger can be highly 
significant medical factors, even when the patient might not mention them.    Although our 
findings of a computer’s ability to reduce stress were only based on one kind of stress-
provoking situation, the strong behavioral effect we obtained in just a few minutes of 
addressing the emotion, suggests that perhaps something significant can be done by 
physicians to address emotions related to health, even within the limits of a brief office 
encounter.  If a computer in a few minutes can produce a significant behavioral effect, how 
much more effect could a truly sensitive and caring emotion-savvy person have in the same 
amount of time? 
 

6 Concluding remarks 

This paper has highlighted several research projects in the MIT Media Lab’s Affective 
Computing Research group.  The selected projects are believed to be relevant for future 
health because they advance the state of the art in physiological sensing, in recognition of 
emotional signals, in development of emotional skills, and in use of computers to help people 
manage emotions. Based on the growing number of studies showing that emotions such as 
anger, anxiety, depression and stress are significant medical factors, helping people better 
manage these emotions becomes a key form of preventive medicine.  As computers assist in 
gathering information from patients, in helping medical patients communicate with one 
another and with care-providers, and in disseminating information to patients, the need grows 
for affective intelligence in the computer interface.  Patients who have their feelings properly 
addressed are more likely to leave satisfied, are less likely to return as often, and are less 
likely to incur legal cost [7].  These effects translate into dollars saved, so that respecting and 
responding to patients’ emotions is good medicine and good business.   

Research into the development of affective technologies is relatively new, and many 
other labs have recently started similar projects, so that it would take a much longer paper to 
overview all the research in this area.  There are also many exciting findings relating affect 
and cognition, such as those of Isen and colleagues showing a significant impact of a mild 
positive state on medical decision making – facilitating efficiency and thoroughness in 
medical diagnostic reasoning [4], with a number of other benefits [12]. Readers who are 
interested in related work are encouraged to visit the references of the papers cited at the end 
of this document, which contain over a hundred pointers to related research conducted 
beyond our lab.   

Over the years, scientists have aimed to make machines and technologies that are 
intelligent and that help people be intelligent.  However, they have almost completely 
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neglected the role of emotion in intelligent interaction, leading to an imbalance where 
emotions are typically ignored.  Similarly, emotions have been largely ignored in the general 
medical community, with the exception of many recent investigations that have measured 
their impact and found emotion to be a significant factor in health recovery and in disease 
prevention. I do not wish to see the scale tilted the other way, where machines twitch at every 
emotional expression, or where physicians treat emotion and not the accompanying medical 
problems.  What is needed is a reasonable balance. The aim of new affective technologies for 
medicine should be to help medical care givers attend to patients’ full health needs – both 
emotional and non-emotional–in a balanced, respectful and intelligent way. 
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